
Reminders

 HW1, due 2/1, 10pm

 Peer review for PRA1, due 2/2

 PRA2, due 2/8, 10pm
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Learning Objectives

 Describe the concept of 

 Convolutional Neural Network

 Cross-entropy loss

 For the poverty estimation problem, briefly describe

 Significance/Motivation

 Task being tackled, i.e., what is being solved/optimized

 Model and method used to solve the problem

 Evaluation process and criteria
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Outline

 Recap

 Convolutional Neural Network

 Estimate Poverty from Remote Sensing Data
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Recap: A Basic Unit in Neural Networks

 Commonly used 𝑓
 (default) ReLU (rectified linear unit): 𝑓 𝑧 = max 0, 𝑧

 Sigmoid: 𝑓 𝑧 = 𝜎 𝑧 =
1

1+𝑒−𝑧

 tanh: 𝑓 𝑧 = 𝑡𝑎𝑛ℎ 𝑧 =
𝑒𝑧−𝑒−𝑧

𝑒𝑧+𝑒−𝑧
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𝑦 = 𝑓(𝒙𝑇𝒘+ 𝑏)

𝜎(𝑧)ReLU tanh(𝑧)



Recap: Feedforward Neural Network

 Fully connected layer / dense layer: every node in 

layer 𝑘 is connected with every node in layer 𝑘 + 1

 MaxPool unit: 𝑦 = max
𝑖∈→𝑦

𝑥𝑖

 Softmax Layer: 𝑦𝑖 =
𝑒𝑥𝑖

σ𝑗 𝑒
𝑥𝑗
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y=softmax(𝑧𝐾)

𝑧𝐾
so
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𝑦1 = 0.1

𝑦2 = 0.85

𝑦3 = 0.05



Poll 1

 Given a set of grayscale images, each described by 28 by 

28 pixels, if we treat the intensity of each pixel as an input 

feature, and the output is a single value representing the 

probability that the image is representing a handwritten 

digit 2, how many parameters are needed with one fully 

connected hidden layer with 100 nodes?

 A: 28 × 28 × 100

 B: (28 × 28 + 1) × 100

 C: 28 × 28 × 100 + 100

 D: 28 × 28 + 1 × 100 + 101

 E: None of the above

 F: I don’t know
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Outline

 Recap

 Convolutional Neural Network

 Estimate Poverty from Remote Sensing Data
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Convolutional Neural Networks

 A special type of FFN
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Convolutional layer:

iteratively takes a matrix of inputs and outputs multiple (smaller) matrices

Pooling/Subsampling layer:

takes a matrix of inputs and subsamples those into a single element 

e.g. by using MaxPool unit



Convolutional Neural Networks

 How to represent the relationship between an input 

image and an output label (is it a hand written digit 

2?) efficiently?
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Convolutional Layer

 Motivation

 Reduce parameters

 Enforce shift invariance

 Key ideas

 Construct a “filter”, apply the filter to every subregion of the 

image (equivalently, sliding the filter)
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Discussion

 Finding “+”

 5 by 5 pixels, B/W image, allow for noise in irrelevant area

 Construct an NN for the task using only basic units. 

How many hidden layers do you use?
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Convolutional Layer

 Extend to general grayscale images
 𝑧𝑘+1 = 𝑧𝑘 ∗ 𝑤 represent a set of nodes induced by one 

filter 𝑤

 If 𝑤 is a 3 by 3 matrix

 𝑧𝑘+1
11 = 𝑧𝑘

11𝑤11 + 𝑧𝑘
12𝑤12 +⋯+ 𝑧𝑘

33𝑤33

 𝑧𝑘+1
12 = 𝑧𝑘

12𝑤11 + 𝑧𝑘
13𝑤12 +⋯+ 𝑧𝑘

34𝑤33

 𝑧𝑘+1
𝑖𝑗

= 𝑧𝑘
𝑖𝑗
𝑤11 + 𝑧𝑘

𝑖,𝑗+1
𝑤12 +⋯+ 𝑧𝑘

𝑖+2,𝑗+2
𝑤33

 …

 Note: if we follow exact the standard convolution operation 

in image processing, it should be 𝑧𝑘+1
𝑖𝑗

= 𝑧𝑘
𝑖𝑗
𝑤33 +

𝑧𝑘
𝑖,𝑗+1

𝑤32 +⋯+ 𝑧𝑘
𝑖+2,𝑗+2

𝑤11, but it is equivalent to flipping 

the filter
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Convolutional Layer
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Convolutional window acts as a classifier for local features 

Stacked convolutional layers learn higher level features



Convolutional Layer

 Extend to multi-band images (e.g., RGB images)

 𝑤 is a 3 by 3 by #band matrix

 A single filter is not enough, often has many filters

 Each filter leads to an output image
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Convolutional Layer

 Mathematical Convolution

 𝑓 ∗ 𝑔 𝑡 = ∞−=𝜏׬
∞

𝑓 𝜏 𝑔 𝑡 − 𝜏 𝑑𝜏

 Convolution operation in images

 Adding each element of the image to its local neighbors, 

weighted by the kernel
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Convolutional Layer

 Sometimes zero-padding is used to get “images” of 

the same size in the next layer

 A convolutional layer is often followed by ReLU layer 

(element-wise) and pooling layer (region-wise) in 

image related tasks
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Convolutional Neural Network

1/31/202418 https://www.mathworks.com/discovery/convolutional-neural-network.html

 CNN: An NN with convolutional layers



Convolutional Neural Network

 AlexNet: Won image classification competition on 

ImageNet by a large margin (Krizhevsky, Sutskever, 

Hinton, 2012)
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Cross Entropy Loss for Classification

 For classification task, output 𝑓𝜃 𝑥 is often a 

probability vector

 Last layer is often a softmax layer

 Outputs a vector that specifies the probability for each class

 Label 𝑦 specifies a single class

 What loss function to use?

 Cross entropy loss (or log loss): negation of log of output 

probability of the correct class
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𝐿 𝜃 =෍

𝑖=1

𝑚

𝑙(𝑓𝜃 𝑥𝑖 , ො𝑦𝑖) =෍

𝑖=1

𝑚

− log 𝑓𝜃 𝑥𝑖
ො𝑦𝑖



Train a CNN-based Image Classifier with PyTorch

 With Pytorch 1.2.0, MNIST dataset (grayscale, 

handwritten digits, 28*28 images)

1/31/202421 https://colab.research.google.com/github/omarsar/pytorch_notebooks/blob/master/p

ytorch_quick_start.ipynb

One convolutional layer

32 output channels (32 filters)

3 by 3 square convolution kernel for each filter

Two fully connected layers

Softmax layer for classification

Use ReLU as activation function



Train a CNN-based Image Classifier with PyTorch

 Define hyperparameters in training and loss function
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Train a CNN-based Image Classifier with PyTorch

 Train the model
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Train a CNN-based Image Classifier with PyTorch

 Evaluate the trained model on test data
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Reuse Lower Layers in CNN

 Lower layers are reusable!
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https://www.rsipvision.com/exploring-deep-learning/



Reuse Lower Layers in CNN

 Typical workflow

 Train a network 𝑁𝑁𝐴 for Problem A with dataset 𝐷𝐴
 Build a network 𝑁𝑁𝐵 for Problem B, with same lower layer 

architecture

 Initialize the lower layers parameters of 𝑁𝑁𝐵 using 𝑁𝑁𝐴
 Refine 𝑁𝑁𝐵 with dataset 𝐷𝐵 for Problem B
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Outline

 Recap

 Convolutional Neural Network

 Estimate Poverty from Remote Sensing Data

1/31/2024Fei Fang27



Motivation
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Data Gaps (Lacking Key Measures of Dev.)
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Previous Approach -- Survey
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Technology 

Push

Society 

Pull

Artificial 
Intelligence

InsightsData

Data Revolution with AI



Remote sensing is becoming cheaper and more accurate



Remote sensing is becoming cheaper and more accurate



Satellite Imagery



Deep Learning for Image Classification



Challenge: Little Ground Truth Data for Poverty



Convolutional Neural Network
+

Transfer Learning
+

Semi-supervised Learning

Roads?

Roof type?

…

Water?

Xie et a, AAAI-16

Jean et al, Science, 2016

Input:

images

Output:

poverty estimates

Extracting Socioeconomic Data from 

High-resolution Daytime Satellite Imagery



A. Satellite 
images

C. Poverty 
measures

Data gap!

Transfer learning bridges the data gap



A. Satellite 
images

C. Poverty 
measures

Data gap!

B. Proxy outputs

Model

Plenty of data!

Transfer learning bridges the data gap



A. Satellite 
images

C. Poverty 
measures

Data gap!

B. Proxy outputs

Model

Plenty of data!

Less data needed

Transfer learning bridges the data gap



Nighttime lights as proxy for economic development



Nighttime lights as proxy for economic development



Nighttime lights as proxy for economic development



Training data on the proxy task is plentiful

training 

images 

sampled 

from these 

locations

Low 
nightlight 
intensity

,

High 
nightlight 
intensity

,

…

(

(

)

)

Labeled input/output 
training pairs

Satellite Imagery  Proxy



f1

f2

…

f4096

Poverty
Nonlinear 
mapping

Inputs: daytime 
satellite images

{Low, Medium, High}

Outputs: Nighttime 
light intensities

Convolutional 
Neural Network 

(CNN)

Target task

Satellite Imagery  Proxy  Poverty

Regression 

min
𝑤

෍

𝑖

𝑤𝑇𝑥𝑖 + 𝑏 − 𝑦𝑖
2 + 𝑤 2

2



• Estimate either average household expenditures or 

average household wealth at the “cluster” level

• Transfer Learning Pipeline

CNN Image Classification: identify low level 

image features: edges and corners

Fine-tuned 

CNN

Feature Extraction:

Predict the nighttime light intensities

Ridge 

Regression 
Estimate cluster-level expenditure or assets

Satellite Imagery  Poverty



Satellite Imagery  Poverty



Roads Water

HousesTraffic

Farmland

Tall buildings

Swimming Pools

…

and thousands 

more

Satellite Imagery  Poverty



Satellite Imagery  Poverty
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Satellite Imagery  Poverty



Satellite Imagery  Poverty



Satellite Imagery  Poverty



Impact
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http://cs.stanford.edu/~ermon/papers/JeanEtAl2016.pdf
https://youtu.be/wgSrEXCNoVY


Additional Resources

 Text book

 Deep Learning, Chapter 6, 9

 Ian Goodfellow and Yoshua Bengio and Aaron Courville

 Online course
 https://www.coursera.org/learn/neural-networks-deep-learning

 https://www.coursera.org/learn/convolutional-neural-networks
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http://www.deeplearningbook.org/
https://www.coursera.org/learn/neural-networks-deep-learning
https://www.coursera.org/learn/convolutional-neural-networks
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Backup Slides
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Jacobian Matrix
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𝜕𝑓 𝑥

𝜕𝑥
=

𝑓:ℝ𝑛 → ℝ𝑚

𝑥 ∈ ℝ𝑛

When 𝑓 is a scalar valued function, i.e., 𝑓:ℝ𝑛 → ℝ
𝜕𝑓 𝑥

𝜕𝑥
=



Jacobian Matrix
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𝜕𝑓 𝑥

𝜕𝑥
=

𝜕𝑓1
𝜕𝑥1

⋯
𝜕𝑓1
𝜕𝑥𝑛

⋮ ⋱ ⋮
𝜕𝑓𝑚
𝜕𝑥1

⋯
𝜕𝑓𝑚
𝜕𝑥𝑛

𝑓:ℝ𝑛 → ℝ𝑚

𝑥 ∈ ℝ𝑛

When 𝑓 is a scalar valued function, i.e., 𝑓:ℝ𝑛 → ℝ
𝜕𝑓 𝑥

𝜕𝑥
= 𝛻𝑥𝑓 𝑥

T



Apply Chain Rule in Backward Pass

 Let 𝑧𝑘 denote the “input” for 𝑘𝑡ℎ layer

 Let 𝑧𝑘+1 = 𝑓 𝑘 (ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘), then
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𝑥

𝑦 = 𝑓𝜃 𝑥 = 𝑓 𝐾+1 𝑓 𝐾 …𝑓(2) 𝑓(1)(𝑥)

𝑧

𝑧2𝑧𝐾+1

𝜕𝑧𝑘+1
𝜕𝑧𝑘

=

𝜕𝑧𝑘+1
𝜕𝑏𝑘

=

𝜕𝑧𝑘+1
𝜕ℎ𝑘

=



Apply Chain Rule in Backward Pass

 Let 𝑧𝑘 denote the “input” for 𝑘𝑡ℎ layer

 Let 𝑧𝑘+1 = 𝑓 𝑘 (ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘), then
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𝑥

𝑦 = 𝑓𝜃 𝑥 = 𝑓 𝐾+1 𝑓 𝐾 …𝑓(2) 𝑓(1)(𝑥)

𝑧

𝑧2𝑧𝐾+1

𝜕𝑧𝑘+1
𝜕𝑧𝑘

=
𝜕𝑓 𝑘 ℎ𝑘

𝑇𝑧𝑘 + 𝑏𝑘

𝜕(ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘)

ℎ𝑘

𝜕𝑧𝑘+1
𝜕𝑏𝑘

=
𝜕𝑓 𝑘 ℎ𝑘

𝑇𝑧𝑘 + 𝑏𝑘

𝜕(ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘)

𝜕𝑧𝑘+1
𝜕ℎ𝑘

=
𝜕𝑓 𝑘 ℎ𝑘

𝑇𝑧𝑘 + 𝑏𝑘

𝜕(ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘)

𝑧𝑘
𝑇



Back Propagation

Back Propagation

𝑧0 ← 𝑥
For 𝑘 = 1. . 𝐾

Compute 𝑧𝑘+1 =
Compute 𝑧𝑘+1

′ =
𝐿 ← 𝑙 𝑧𝐾+1, ො𝑦
Compute 𝑔𝐾+1 =
For 𝑘 = 𝐾. . 1

Compute 𝑔𝑘 =
𝛻𝑏𝑘 ←

𝛻ℎ𝑘 ←
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𝜕𝑙 𝑓𝜃 𝑥 , ො𝑦

𝜕𝜃𝑗
=
𝜕𝑙 𝑦, ො𝑦

𝜕𝑦

𝜕𝑦

𝜕𝑧𝐾

𝜕𝑧𝐾
𝜕𝑧𝐾−1

…
𝜕𝑧𝑗+1

𝜕𝜃𝑗

𝜕𝑧𝑘+1
𝜕𝑧𝑘

=
𝜕𝑓 𝑘 ℎ𝑘

𝑇𝑧𝑘 + 𝑏𝑘

𝜕(ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘)

ℎ𝑘

𝜕𝑧𝑘+1
𝜕𝑏𝑘

=
𝜕𝑓 𝑘 ℎ𝑘

𝑇𝑧𝑘 + 𝑏𝑘

𝜕(ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘)

𝜕𝑧𝑘+1
𝜕ℎ𝑘

=
𝜕𝑓 𝑘 ℎ𝑘

𝑇𝑧𝑘 + 𝑏𝑘

𝜕(ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘)

𝑧𝑘
𝑇



Back Propagation

Back Propagation

𝑧0 ← 𝑥
For 𝑘 = 1. . 𝐾

Compute 𝑧𝑘+1 = 𝑓 𝑘 ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘

Compute 𝑧𝑘+1
′ = 𝑓 𝑘 ′ ℎ𝑘

𝑇𝑧𝑘 + 𝑏𝑘
𝐿 ← 𝑙 𝑧𝐾+1, ො𝑦

Compute 𝑔𝐾+1 =
𝜕𝑙 𝑧𝐾+1, ො𝑦

𝜕𝑧𝐾+1

For 𝑘 = 𝐾. . 1
Compute 𝑔𝑘 = ℎ𝑘

𝑇 𝑔𝑘+1 ∘ 𝑧𝑘+1
′

𝛻𝑏𝑘 ← 𝑔𝑘+1 ∘ 𝑧𝑘+1
′

𝛻ℎ𝑘 ← 𝑔𝑘+1 ∘ 𝑧𝑘+1
′ 𝑧𝑘

𝑇
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Dot product

𝜕𝑙 𝑓𝜃 𝑥 , ො𝑦

𝜕𝜃𝑗
=
𝜕𝑙 𝑦, ො𝑦

𝜕𝑦

𝜕𝑦

𝜕𝑧𝐾

𝜕𝑧𝐾
𝜕𝑧𝐾−1

…
𝜕𝑧𝑗+1

𝜕𝜃𝑗

𝜕𝑧𝑘+1
𝜕𝑧𝑘

=
𝜕𝑓 𝑘 ℎ𝑘

𝑇𝑧𝑘 + 𝑏𝑘

𝜕(ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘)

ℎ𝑘

𝜕𝑧𝑘+1
𝜕𝑏𝑘

=
𝜕𝑓 𝑘 ℎ𝑘

𝑇𝑧𝑘 + 𝑏𝑘

𝜕(ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘)

𝜕𝑧𝑘+1
𝜕ℎ𝑘

=
𝜕𝑓 𝑘 ℎ𝑘

𝑇𝑧𝑘 + 𝑏𝑘

𝜕(ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘)

𝑧𝑘
𝑇

𝑔𝑘 =
𝜕𝑙

𝜕𝑧𝑘
=

𝜕𝑙

𝜕𝑧𝑘+1

𝜕𝑧𝑘+1
𝜕𝑧𝑘

= ℎ𝑘
𝑇 𝑔𝑘+1 ∘ 𝑧𝑘+1

′

𝑧𝑘+1
′ =

𝜕𝑓 𝑘 ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘

𝜕(ℎ𝑘
𝑇𝑧𝑘 + 𝑏𝑘)


